Spatial coherence of the seismic wavefield continuously recorded by the USArray
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Abstract We use a method based on the array covariance matrix eigenvalues to study the level of spatial coherence and of isotropy of the seismic wavefield continuously recorded during 2010 by the USArray. First, we observe that the raw data are often dominated by local sources. To remove their influence, we apply spectral and temporal normalizations to the input signals. We notice that this widely used preprocessing in ambient-noise seismology does not fully homogenize the seismic wavefield and that some strongly coherent arrivals persist. Among these persistent signals generated by teleseismic sources we detect (1) seismic waves emitted by strong earthquakes, (2) a nearly continuous quasi-monochromatic signal at 26 s period, and (3) multiday coherent wave trends in the spectral band of oceanic microseisms (0.07 – 0.2 Hz). For the latter, beamforming analysis shows that while most of the signals are composed of surface waves, some are dominated by body waves likely generated in the deep ocean.

1. Introduction

While seismic noise has long been considered an ultimate barrier to the detailed analysis of seismic signals, it is nowadays widely used in many approaches to image the Earth’s structure. These approaches emerged during the latest decade and take benefit of the random and diffuse wavefields. Their main theoretical foundation states that the cross correlations between records from different sensors of a completely random and equipartitioned wavefield converge toward the Green's functions of the media between the sensors [e.g., Weaver and Lobkis, 2001; Campillo and Paul, 2003; Snieder, 2004; Roux et al., 2005; Gouédard et al., 2008]. This results in a possibility to convert seismic receivers recording random wavefields into virtual seismic sources that can, in turn, be used for imaging. This approach is particularly attractive when applied to records of the ambient seismic noise, which is excited by various type of environmental and anthropogenic sources, and which can be recorded at any location. The first demonstrations of the reconstruction of deterministic seismic waves from correlations of ambient seismic noise [Shapiro and Campillo, 2004; Sabra et al., 2005a] and their application to the subsurface imaging [Shapiro et al., 2005; Sabra et al., 2005b] have led to a very fast development of seismic imaging and monitoring methods [Campillo et al., 2011] that became today routinely used seismological practices.

The main shortcoming of these methods based on correlations of ambient seismic noise is that the latter is never fully equipartitioned and stationary. It is nonstationary in time and spectral domains and is generated by unevenly distributed seismic sources [e.g., Stehly et al., 2006; Shapiro et al., 2006; Landès et al., 2010; Ermert et al., 2016]. Moreover, continuous seismic records contain pulse-like signals from earthquakes that induce spurious arrivals in the cross correlations [e.g., Boué et al., 2013; Lin et al., 2013]. To compensate for both the wavefield anisotropy and nonstationarity, preprocessing methods including the temporal and the spectral normalization [e.g., Bensen et al., 2007] and/or the data preselection [e.g., Poli et al., 2012] are usually applied to raw seismic records. In many cases, indeed, the amplitude normalization strongly improves the convergence of the cross correlations and leads to a stable extraction of deterministic waves and of their travel times. Nevertheless, even after this normalization, strong imprints of dominant seismic sources may remain in the coherence of the correlated records resulting in imperfect reconstructions of different parts of the Green's functions.

Therefore, a meaningful interpretation of the interstation cross correlation of seismic records requires evaluating the level of isotropy and statistical stationarity of the correlated wavefield. In this study, we apply a recently proposed array-based approach [Seydoux et al., 2016] to 1 year of continuous seismic records by 121 stations.
of the USArray Experiment to quantitatively estimate the level of spatial coherence of the seismic wavefield as a function of time and frequency. This method is attractive because of its robustness and because it does not require any prior knowledge on the medium to be used.

The paper is organized as follows. First, we describe the method and give qualitative expectation of its results. Then we introduce the USArray data selected for this study and explain the choice of parameters used to run the method with this data set. We finally present the results obtained during year 2010 from the vertical-component records at frequencies between 0.01 and 1 Hz. The method highlights the limitations of the signal normalization proposed in Bensen et al. [2007] by comparing the results obtained from the preprocessed and nonpreprocessed data. At frequencies below 0.1 Hz, the teleseismic activity remains visible even after the preprocessing and clearly shows strong short-time increases of spatial coherence. In the secondary microseismic frequency band (between 0.1 and 0.2 Hz), coherent arrivals are observed, particularly during the northern summer. We perform a plane wave beamforming analysis of a typical microseismic event and conclude that it is composed of Rayleigh waves incoming from the south-west of the USArray and is likely generated by the interaction of long-propagating oceanic swells and the continental shores. At \~0.035 Hz (\~26 s period), a nearly continuous monochromatic coherent signal is observed and our results are compared with previous studies of this phenomenon [Holcomb, 1980, 1998; Shapiro et al., 2006]. We also investigate a nondispersive microseismic signal recorded around 1 February and show that it is composed of body waves coming from south-southwest of the USArray.

2. Method

Seismic arrays have been originally designed in mid-1960s to detect and locate weak seismic sources embedded in background noise [see, for example, Frosch and Green Jr., 1966; Bungum et al., 1971]. The beamforming is a typical array processing method where the array covariance matrix is projected onto plane waves (see Rost [2002] for a review of array-based techniques in seismology). This approach is robust but relatively basic. Indeed, the geometry of the array and the number of sensors can introduce artifacts. Moreover, the plane wave assumption is not met for sources lying under the array, and finally, the background noise can induce strong fluctuations in the beamforming output.

To overcome these limitations, several classes of high-resolution methods arose [e.g., Bienvenu and Kopp, 1980; Wax et al., 1984; Wax and Kailath, 1985; Schmidt, 1986; Goldstein and Archuleta, 1987]. These methods generally aim at separating the signal and noise subspaces (respectively, formed by the signal- and noise-related eigenvalues and eigenvectors) based on the eigendecomposition of the covariance matrix. More generally, the eigenvalues of the covariance matrix estimated from seismic data contain rich information about the level of spatial coherence of the recorded wavefield [Samson and Olson, 1980; Wagner and Owens, 1996]. Following the method introduced in Seydoux et al. [2016], we use the width of distribution of the array covariance matrix eigenvalues as a robust estimation of the level of wavefield spatial coherence.

2.1. Covariance Matrix Estimation

Let \( u_i(f, t) \) be the complex Fourier spectrum at frequency \( f \) of the time segment of data starting at time \( t \) recorded by sensor \( i \) over a duration \( \delta t \). We define the array data vector as

\[
\mathbf{u}(f, t) = \left[ u_1(f, t), u_2(f, t), \ldots, u_N(f, t) \right]^T,
\]

where \( N \) is the total number of sensors and \( T \) stands for transposition. The array covariance matrix is defined as the average of the cross-spectral matrix \( \mathbf{u}(f, t) \mathbf{u}^\dagger(f, t) \) over a set of \( M \) half-overlapping time segments of duration \( \delta t \) (i.e., over a duration \( \Delta t = (M - 1)\delta t / 2 \)):

\[
C(f, t) = \left\langle \mathbf{u}(f, t) \mathbf{u}^\dagger(f, t) \right\rangle_{\Delta t} = \frac{1}{M} \sum_{m=0}^{M-1} \mathbf{u}(f, t + m\delta t / 2) \mathbf{u}^\dagger(f, t + m\delta t / 2).
\]

2.2. Covariance Matrix Spectral Width

We perform the eigenvalue decomposition of the obtained covariance matrices, in each time window and at each frequency, using the Eigen v3 C++ Library (G. Guennebaud et al, Eigen v3: C++ template library for linear algebra, 2014, http://eigen.tuxfamily.org). The eigenvalues \( \lambda_i(f, t) \) are real and positive because the covariance matrix is inherently Hermitian and positive semidefinite (by definition in equation 2). We sort
them in descending order to obtain the covariance matrix spectrum. The typical width of distribution of the
eigenvalues $\sigma(f, t)$ within a given time window starting at time $t$ and at frequency $f$ is given by

$$\sigma(f, t) = \frac{\sum_{i=1}^{N} (i-1) \lambda_i(f, t)}{\sum_{i=1}^{N} \lambda_i(f, t)}.$$  \hspace{1cm} (3)

The rank $R$ of the data covariance matrix is defined by the number of nonzero eigenvalues. The covariance
matrix is full rank when it is estimated from a number of time segments larger than the number of sensors
($M > N$), otherwise, it is of rank $M$. In other words, $R = \min(N, M)$. We then expect the spectral width of the
data covariance matrix to depend on the content of the seismic data as follows (see Seydoux et al. [2016] for a
more detailed description):

1. If the array data only consists of noise that is uncorrelated between each sensors (such as self-sensor noise),
   the covariance matrix spectral width is large, with an approximative value of $R/2$.
2. The time segments that contain a signal relative to a single seismic source will contribute to increase the
   first eigenvalue, leading to a thinner eigenvalue distribution, hence, to a smaller spectral width.
3. If the array data only consists of ambient seismic noise (a random mixture of propagating waves), the covari-
   ance matrix eigenvalue spectrum depends on both the array geometry, the frequency and the number
   of time segments (this have been investigated with the random matrix theory in Menon et al. [2012] and
   Gerstoft et al. [2012]). The covariance matrix spectral width is then expected to vary from 0 at low frequencies
to $R/2$ at high frequencies.

Generally speaking, and depending on the mutual contributions of the sources, the seismic noise and the
uncorrelated noise, the covariance matrix spectral width $\sigma$ is close to 0 when a coherent signal is present and is
close to a maximal value $\sigma_{\text{max}}$ when seismic noise is recorded. If, in addition, we assume the seismic data to be
free from uncorrelated noise, the covariance matrix spectral width gives a robust and quantitative estimation
of the level of spatial coherence of the seismic wavefield.

### 2.3. Plane Wave Beamforming

The aforementioned distribution of the covariance matrix eigenvalues can be used to detect coherent signals
but is not sufficient to define their origin. For this second goal, we use the plane wave beamforming analysis
(see Rost [2002] for a review of beamforming methods). We did not consider any high-resolution methods
in the present study, because we did not want to estimate the azimuth and slowness of the seismic waves
accurately but just to understand the types of waves involved. The mathematical expression of the plane wave
beamforming can be derived by projecting the covariance matrix on the functional subspace formed of plane
wave beamformers:

$$b(f, \gamma, \theta) = \exp(2i\pi f \gamma(x \cos \theta + y \sin \theta))$$  \hspace{1cm} (4)

where $f$ is the frequency, $\gamma$ is the slowness, $\theta$ is the back azimuth, and where $x$ and $y$ are the vectors of
coordinates of the array sensors. The beamforming $B(f, \gamma, \theta, t)$ is then defined as

$$B(f, \gamma, \theta, t) = b^\dagger(f, \gamma, \theta) C(f, t) b(f, \gamma, \theta).$$  \hspace{1cm} (5)

### 3. Application to the Transportable Component of the USArray in 2010

We analyze the vertical-component continuous records from the U.S. Transportable Array Experiment
(USArray) during the year 2010. We selected the records of 121 stations shown as black triangles in Figure 1a
that were operating continuously from 1 January to 31 December.

#### 3.1. Selection of the Parameters

As explained in Seydoux et al. [2016], the choice of the subwindow lengths used in equation (2) is constrained
by the minimal analyzed frequency and by the maximal travel time spent by the slowest seismic waves
to propagate across the network. With the selected seismic array, the largest interstation spacing is about
1200 km. Considering a minimal wave speed of 1.25 km/s, the maximal travel time is of 960 s. We therefore
use 960 s long subwindows, giving access to frequencies above $\sim 0.002$ Hz.

The number of subwindows $M$ is related to the convergence of the covariance matrix estimation. In our case,
we wanted to estimate the covariance matrix while keeping a maximal temporal resolution. We, therefore,
selected 20 overlapping subwindows of width 960 s, leading to a duration of the computational window of
Figure 1. (a) Locations of the 121 seismic stations (black triangles) of the U.S. Transportable Array Experiment that were continuously recording the seismic wavefield from 1 January to 31 December 2010. (b) Epicenters of earthquakes of magnitude higher than 5.3 that occurred between 26 February and 2 March, obtained from the U.S. Geological Survey (USGS) database. Red stars stand for magnitude higher than 7. Numbering indicates the order of occurrence and corresponds to the one used in Figure 3. The great circle path between each epicenter and the center of the USArray is shown in black line.

Δt ≈ M_0 t/2 = 20 × 960/2 = 9600 s (hence, 2.60 h). With a synthetic test similar to the one described by Seydoux et al. [2016], we observe that the covariance matrix spectral width of the isotropic seismic noise varies between 4 at low frequencies (f = 0.01 Hz) to 5.5 at frequencies higher than 0.2 Hz (which correspond to M_{eff}/2, where M_{eff} is the effective number of overlapping subwindows). We notice that this choice of parameter does not allow to distinguish between uncorrelated noise and seismic noise at frequencies higher than 0.2 Hz. A higher number of subwindows M should be taken into account in this specific goal, with a substantial degradation in the temporal resolution of the analysis. We selected this parameter on purpose, because at the considered frequencies the level of the uncorrelated instrumental noise is expected to be low, and because our main goal is to investigate the presence of coherent seismic sources in the seismic data.

3.2. Results
The covariance matrix spectral width σ(f, t) computed from 1 year of raw data is shown in Figure 2a. During most of the time, the seismic wavefield is dominated by apparently coherent signals (with low values of σ) at high and low frequencies. This reflects the fact that the wavefield represented by the ensemble of the continuous raw seismic records by the USArray stations is strongly nonstationary and very far from being equipartitioned. A close inspection of the records shows that most of the low-σ parts of the wavefield correspond to local noise recorded by one or a few closely located stations. The influence of this type of nonstationary signals can be efficiently suppressed with the energy normalization of raw records in time and frequency domain often used in the analysis of the seismic noise cross correlations [e.g., Bensen et al., 2007]. We, therefore, apply this normalization to the ensemble of analyzed records. We start with a time normalization and divide raw traces by the average amplitude computed in a 1.25 s long sliding time window. We then whiten the data spectrum within every Δt window. This is done by dividing the spectra by its amplitude smoothed in 0.8 Hz sliding-frequency window.

The covariance matrix spectral width computed from the normalized seismograms is shown in Figure 2b. Compared to the results obtained from the raw records (Figure 2a), most of the low-sigma parts disappear showing that the preprocessing of individual records, indeed, helps to “homogenize” the wavefield. Nevertheless, some strongly coherent arrivals are still present even after this energy normalization. A more detailed analysis of the main types of signals indicated with white frames in Figure 2b is presented in Figures 3, 4a, 4c, and 4e and is described in the following subsections.

3.3. Observation of the Teleseismic Activity
At frequencies below 0.1 Hz, many short-time drops of the covariance matrix spectral width are observable in Figure 2b, indicating that short-duration coherent signals are detected. These peaks correspond to waves emitted by teleseismic earthquakes. The high-frequency part of this radiation is strongly attenuated and remains visible only for strongest earthquakes.
Figure 2. Covariance matrix spectral width versus time and frequency. The color scale indicates the covariance matrix spectral width. Windows where the covariance matrix spectral width is close to 0 contain coherent signals, and windows where the covariance matrix spectral width is close to 5 likely contain incoherent propagating noise. (a) No normalization is applied to the data before computation. (b) Spectral and temporal normalizations are applied to the data before computation. White frames show the time and frequency limits of the zooms in Figures 3, 4a, 4c, and 4e. Red stars indicate the arrival times of Rayleigh waves emitted by $M \geq 7.3$ earthquakes (obtained from the USGS earthquake database).
A typical example of earthquake-related signals is shown in Figure 3. In order to illustrate the relationship of the covariance matrix spectral width with the wavefield coherence, two examples of the covariance matrix spectra are provided in Figures 3b and 3c. The covariance matrix spectrum obtained from a time window when the M7.0 Ryukyu Islands earthquake occurred and at 0.25 Hz (Figure 3b) shows up to be dominated by the first eigenvalue, in contrast with the covariance matrix spectrum obtained in a window that looks free from any coherent signal (Figure 3c). The values of the corresponding spectral width are given in each case. Also, the eigenvalues are represented with logarithmic scale in Figures 3d and 3e.

The analyzed window shown in Figure 3 contains several events including the M = 8.8 Maule megathrust earthquake that occurred near the coast of central Chile [Delouis et al., 2010]. The arrival times of the Rayleigh waves from the earthquakes of magnitude higher than 5.3 are indicated with black dashed lines in the figure (only the ones with magnitude higher than 6 are indicated within the 24 h after the main shock of the Maule earthquake in order not to saturate the figure). The corresponding epicenter locations and the great circle path of Rayleigh waves are shown in Figure 1b. The extended duration of the earthquake-related drops of $\sigma$ is explained by the 9600 s long windows used in the computation. All seismic events are clearly distinguishable as low-sigma ($\leq$1) vertical bars at frequencies below 0.1 Hz. For strongest events, the increase of coherence is also observed at high frequencies. So far, the M = 8.8 Maule earthquake appears to be highly coherent at all frequencies between 0.01 and 1 Hz. Moreover, it is followed by more than 24 h of coherent coda whose duration is clearly increasing with decreasing frequencies. The long-period coda remains observable over longer time periods because of the slower attenuation of long-period seismic waves within the Earth.
Figure 4. (a, c, e) Zooms of the covariance matrix spectral width obtained from the preprocessed data (Figure 2b). (b, d, f) Plane wave beamforming analyses obtained from the average of the covariance matrix in the time and frequency limits delimited by the respective black frames on the left parts. Dispersive signal analyzed in Figure 4b as Rayleigh waves incoming from between 175 and 225° with a slowness of \( \sim 0.34 \) s km\(^{-1}\) (Figure 4a). Nondispersive signal corresponding to Figure 4d body waves incoming from about 230° with a slowness of 0.0269 km s\(^{-1}\) (Figure 4c). The 5 h long portion of the nearly continuous and quasi-monochromatic signal (Figure 4e), composed of Rayleigh waves and incoming from 80° of azimuth (Figure 4f).

3.4. Microseismic Noise: Surface Waves Generated by Swells

At frequencies between 0.09 and 0.2 Hz, which correspond to the secondary ocean-generated microseismic band, the covariance matrix spectral width presented in Figure 2b shows many arrivals with increased coherence. Typical characteristics of these signals are their relatively long durations (a few days) and their dispersion with higher frequencies arriving after the low frequencies. A typical example of such dispersive arrival is shown in Figure 4a.

We apply the plane wave beamforming analysis described in section 2.3 to the covariance matrix averaged in time and frequency: between 0.09 and 0.12 Hz and over the whole day of 2010/07/04 (Figure 4b). The beamforming output shows aliasing artifacts because of the short wavelength of the incoming waves compared to the interstation spacing. The location and shape of the principal lobe, however, indicate that the waves are incoming from the south-southwest of the USArray (with an azimuth between 175 and 225°). The estimated slowness is about 0.34 s km\(^{-1}\) and corresponds to a Rayleigh wave.
Considering the provenance and the dispersive nature of the signal analyzed in Figure 4b, the most plausible explanation of its origin is that it was generated in vicinity of the coast of Mexico by the nonlinear interaction of an incoming oceanic swell with a relatively shallow near-coastal seafloor [e.g., Bromirski et al., 2013] and then propagates as Rayleigh waves from the coast to the USArray. The long signal duration and visible dispersion is produced by the slowly propagating oceanic swell, whose source is somewhere far from the coast in the Pacific Ocean.

3.5. Microseismic Noise: Teleseismic P Waves

While many signals detected in the frequency band between 0.1 and 0.2 Hz are dispersive and correspond to surface waves generated by distant swells, some of them have different properties. As an example, we show in Figure 4c the analysis of a signal recorded during 1 February 2010. This signal is very different from the microseisms generated by distant swells, i.e., it is not dispersive and its frequency range (0.09–0.12 Hz) remains constant. The plane wave beamforming analysis of this signal (Figure 4d) shows a clear maximum with a back azimuth of ∼230° and a slowness of ∼0.027 km s⁻¹, corresponding to teleseismic P waves. A more detailed study of this event has been reported by Retailleau [2015] who demonstrated that the P waves have been generated by the nonlinear interaction of oceanic wave from a strong storm occurred in the Indian Ocean.

3.6. The 26 s Microseism

Another remarkable feature seen in Figure 2b is a nearly constantly present monochromatic signal (horizontal line) at frequencies about 0.034 Hz (nearly 26 s period). This signal corresponds to previously reported “26 s microseism” [e.g., Holcomb, 1980, 1998; Shapiro et al., 2006]. The beamforming analysis of a portion (5 h) of this signal presented in Figure 4f shows a typical aliased pattern corresponding to surface (Rayleigh waves), and its main lobe indicates a back azimuth of ∼80° and a slowness of ∼0.27 s km⁻¹, which is in perfect agreement with the known source of this microseism in the Gulf of Guinea.

4. Conclusions

We studied the spatial coherence of the seismic wavefield recorded during 1 year (2010) by 121 stations of the transportable component of the USArray. For this goal, we applied the recently developed method [Seydoux et al., 2016] that analyzes the distribution of the eigenvalues of the array covariance matrix and use its “spectral width” to characterize the level of coherence of the recorded wavefield. This method is attractive for its robustness to separate coherent information from the background seismic noise, and also because no prior knowledge on the underlying medium is required to be applied.

We first see that the raw record is strongly nonstationary in time and frequency (Figure 2a). The preprocessing technique proposed in Bensen et al. [2007] normalizes the energy of individual records, reducing the influence of strongest parts of the signal (Figure 2a).

At the same time, normalization technique widely used in the data preprocessing for computing noise cross correlations is not sufficient to fully homogenize the recorded wavefield, and, even after applying the normalization, the covariance matrix (and by consequence the cross correlations) contains clear imprints of many different sources. In particular, the influence of the strongest earthquakes on the cross correlation of continuous records cannot be ignored. Also, multiple surface and body wave signals emitted by microseismic sources remain clearly visible.

An important consequence of the presented observations is that the cross correlations of the continuous seismic records computed with the recently developed methods of the signal preprocessing cannot be considered as correlations of the equipartitioned wavefield and are not exact proxies of the Earth’s Green’s functions (especially for amplitudes). Therefore, the inhomogeneous source distribution must be taken into account when interpreting these cross correlations.
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